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Abstract. Up to 50 per cent of all warehouse operations costs can be attributed 

to order picking [1]. It is an aspect critical to each supply chain and the plan-

ning and control of warehouse processes. According to experience from logis-

tics environments, a reduction of picking times is an integral part of the delivery 

lead-time and may result in an improvement of the customer service provided 

by a warehouse. Order batching consists of combining customer orders into 

picking orders to minimize the picking time. Different evolutionary algorithms 

haven been proposed to build better batches for the order picking. These algo-

rithms try to preserve batches or sequences of batches that appear frequently in 

all members of the population in order to keep track and inherit these character-

istics exhibited by the parents to the next generation. However, the traditional 

evolutionary operators used in current research may lose the characteristics 

mentioned. To address this situation, an estimation of distribution algorithm -

based approach is proposed for the order batching problem in an order-picking 

warehouse. A probability model is built to describe the characteristics exhibited 

by the parents as a distribution of the solution space. In a series of extensive 

numerical experiments, an acceptable performance using the algorithm men-

tioned is shown against different evolutionary algorithms known in the litera-

ture. 

Keywords: estimation of distribution algorithm, warehouse management, order 

picking, order batching. 

1 Introduction 

When different incoming articles are received and stored in unit loads such as pal-lets 

or racks, and the customers require a few quantities of different articles, the order 

picking arises [2]. Order picking systems involving operators are very common in 

industry. Such manual order picking systems can be divided into two categories [3]: 

parts-to-picker, where automated storage and retrieval systems deliver the articles to a 

transfer site where stationary pickers are located; picker-to-parts, where pickers nor-

mally walk or ride (e.g. on an automated guided vehicle) through the warehouse and 

collect articles. If the number of arriving orders is too large for processing each cus-
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tomer order separately in an appropriate amount of time, customer orders must be 

combined into batches. The process of grouping a set of customer orders into picking 

orders is referred to as order batching. It means that different customer orders can be 

simultaneously released for picking. Manual picking systems such as picker-to-parts 

where the activity of transformation of customer orders into batches (picking orders) 

is analyzed in this paper. 

On the tours through the warehouse, order pickers are guided by pick lists. A pick 

list comprises a set of order lines, each one identifying a particular article, the quanti-

ty of the article requested and the respective storage location. The order lines are al-

ready sorted into the sequence according to which the order picker is meant to collect 

the items. 

The order batching problem is a combinatorial issue. It features some similarities 

with the capacitated vehicle routing problem, however differs from that with respect 

to the customer order integrity condition, i.e. all items of a customer order must be 

picked on the same tour. Thus, traditional solutions approaches to the capacitated 

vehicle routing problem cannot be applied directly to the order batching problem [4]. 

The order batching has been studied and solved through different evolutionary al-

gorithms such as Genetic Algorithms (GA), Memetic Algorithms (MA), and Tabu 

Search (TS). A main characteristic of these algorithms is to preserve batches or se-

quences of batches that appear frequently in all members of the population in order to 

keep track and inherit these characteristics exhibited by the parents to the next genera-

tion. However, the traditional evolutionary operators used in current research may 

lose the characteristics mentioned. An example can be found in [5]. 

Another approach consists of using Estimation of Distribution Algorithms (EDA), 

introduced by [6]. EDA is a relatively new paradigm in the field of evolutionary com-

putation. Compared with other evolutionary algorithms, the EDA reproduces new 

population implicitly instead of using traditional evolutionary operators. In the EDA, 

a probability model of the most promising area is built by statistical information based 

on the search experience to describe the characteristics exhibited by the parents and 

then the probability model is used for sampling to generate new individuals. The EDA 

makes use of the probability model to describe the distribution of the solution space. 

The updating process reflects the evolutionary trend of the population. To the best of 

our knowledge, this kind of algorithm has not been used to tackle the order batching 

problem in order-picking warehouses. 

2 Problem Statement 

Based on [7], the order batching problem and an optimization model are explained 

below. 

The picking process being analyzed here is described in the following way: the op-

erators (pickers) start at a depot, the picker walks through the warehouse and picks up 

articles from different storage locations. Afterwards, the picker returns to the depot 

and hands over the picked articles. The route considered by the picker in order to find 

and collect articles in this research is the “S-Shape” route, because it is easy to under-
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stand and has been widely used in industrial environments. Figure 1 shows an exam-

ple of the “S-Shape” route for a set of articles to be picked. The black rectangles rep-

resent pick locations, i.e., the corresponding locations where articles have to be 

picked. 

  

 

Fig. 1. Example of “S-Shape” route. 

The order picking process is usually done with the help of a picking device. Con-

sequently, different orders can be combined until the capacity of the device is ex-

hausted. The splitting of an order into two or more batches is prohibited, since it 

would result in additional unacceptable sorting efforts. If the picker has already start-

ed a tour, it is completed without interruption.  

In this research a single order picker is considered, i.e., all batches must be pro-

cessed one after another. We focus on minimizing the total completion time of all 

customer orders. Therefore, when a set of unprocessed orders arrives and an order 

picker becomes available, those unprocessed orders can be grouped into one or more 

batches that should be released directly, or its start should be postponed to a later 

point in time. 

Let 

𝑣𝑡𝑟𝑎𝑣𝑒𝑙  : travel velocity, i.e. number of length units the picker can cover in the ware-

house per time unit. 
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𝑣𝑝𝑖𝑐𝑘  : pick velocity, i.e. number of items the picker can search and pick per unit time. 

n : be the number of customer orders known, 

m : the number of batches to be processed,  

ai : the arrival time of order i for all i ∈{ 1,…,n}, 

ki : the number of articles of order i for all i ∈{ 1,…,n},  

K : the maximal number of articles that can be included in any batch (device capaci-

ty), 

Sj : the start time of the batch j for all j ∈{ 1,…,m} 

xji = {1 if order i is assigned to batch j,0 otherwise}  

xj = (xj1,…,xjn )T is a vector where some customer orders are associated to the batch j, 

for all j∈{1,…,m}            

 

An optimization model can be formulated as follows: 

The total length of the picking tour for a particular batch involving the S-shape rout-

ing method is determined by d as a function for determining the length of tour given a 

batch. The problem can be modeled as follows:  

 Min max
𝑗∈{1,…,𝑚}

 {𝑆𝑗 +
𝑑(𝐱𝑗)

𝑣𝑡𝑟𝑎𝑣𝑒𝑙
+

∑ 𝑘𝑖𝑥𝑗𝑖
𝑛
𝑖=1

𝑣𝑝𝑖𝑐𝑘
} (1) 

 ∑ 𝑥𝑗𝑖
𝑚
𝑗=1 = 1, ∀𝑖 ∈ {1, … , 𝑛} (2) 

 ∑ 𝑘𝑖𝑥𝑗𝑖  ≤ 𝐾𝑛
𝑖=1 , ∀𝑗 ∈ {1, … , 𝑚} (3) 

 𝑆𝑗 ≥  max
𝑖∈{1,…,𝑛}

{𝑎𝑖 ∙  𝑥𝑗𝑖}, ∀𝑗 ∈ {1, … , 𝑚} (4) 

 𝑆𝑗 ≥  𝑆𝑗−1 +
𝑑(𝐱𝑗−1)

𝑣𝑡𝑟𝑎𝑣𝑒𝑙
+

∑ 𝑘𝑖𝑥𝑗−1𝑖
𝑛
𝑖=1

𝑣𝑝𝑖𝑐𝑘
, ∀𝑗 ∈ {2, … , 𝑚} (5) 

 𝑆𝑗  ≥ 0, ∀𝑗 ∈ {1, … , 𝑚} (6) 

 𝑥𝑗𝑖  ∈ {0,1} (7) 

In the objective function (1) the expression after 𝑆𝑗 represents the service time of a 

batch. This sum is composed of the time the picker needs to travel and the time he/she 

needs to pick the items. Equations (2) ensure the assignment of each order to exactly 

one batch. Inequalities (3) guarantee that the capacity of the picking device is not 

violated. The conditions (4) indicate that a batch is started after all customer orders 

assigned to that batch are known. From (5) follows that a batch is started after the 

previous one is completed. Finally (6) and (7) indicate that the start times are non-

negative and the variables are binary. 

3 Literature Review 

A discussion about the most current research on the order batching process is out-

lined below. 
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[8] analyzed a practical batching problem where greeting cards are re-trieved from 

a warehouse. Pickers use automated guided vehicles on a fixed course collecting the 

items according to given customer orders. Those orders arrive through-out the study 

horizon, and this research focuses on the minimization of average turnover times.  

[9] focus on the optimal number of customer orders that should be assigned to a 

batch such that the average turnover time is minimized. They employ a queuing net-

work with two queues. In the first queue, customer orders arrive according to a Pois-

son process and batches are generated by means of the FCFS rule (First Come First 

Serve). If a particular number of customer orders are in the first queue, those orders 

are assigned to a batch and move onto the second queue. Those orders are released 

according to the availability of pickers. 

A study of the average turnover time of a random customer order for a two-block 

layout is carried out by [10]. A corresponding model for all customer orders arriving 

during a particular time interval are assigned to batches in a two-block layout is pre-

sented by [11]. 

[12] explain an order picking area that is divided into several zones of identical 

size. The articles of each batch are picked up sequentially by zones. For this picking 

process, the researchers give an estimation of the average turnover times and observe 

that an optimal batch size exists. 

[7] describes an on-line order batching problem in a walk-and-pick ware-house in 

which the completion times of all (dynamically arriving) customer orders (or the 

makespan) are to be minimized. The author also shows modifications of solution ap-

proaches for off-line order batching in order to deal with the on-line situation. 

[5] introduces a GA for the order batching problem considering tra-versal and re-

turn routing policies. The proposed GA is tested on randomly generated instances and 

compared with the well-known savings algorithm. According to the author’s exten-

sive computational experiments, we can say that the proposed GA yields promising 

solutions in acceptable computation times. 

The main characteristic in all this current research is the common representation of 

the solution. The authors employ discrete vectors where the number of elements 

equals the total number of orders to pick up and where each element contains an inte-

ger value that represents the batch to be assigned. We explained in the introduction 

section above that these algorithms try to preserve batches or sequences of batches 

that appear frequently in all members of the population in order to keep track and 

inherit these characteristics exhibited by the parents to the next generation. However, 

the traditional evolutionary operators used in current research may lose the character-

istics mentioned. 

4 EDA for the Order Batching Problem 

Instead of using crossover and mutation operators of GA, the EDA produces offspring 

implicitly by using a probability model according to the knowledge of the obtained 

solution space during the search process. At the beginning of each generation, a sub-

set of the population is determined and the obtained best solution is updated. Then, 
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the probability model is updated based on the sub-set mentioned and the offspring is 

generated by sampling the probability model. The EDA repeats the above process 

until a stopping condition is met.  

4.1 Solution Representation 

A solution to the order batching problem previously mentioned is expressed by the 

assignment of customer orders to batches, i.e., an order assignment vector represents a 

solution where the number of elements equals the total number of orders to pick up, 

where each element contains an integer value. This representation is shown in Figure 

2 with 10 orders. Observe that the first batch consists of orders {5; 7; 9}; the second 

batch includes orders {1; 3; 4; 6} and the third batch incorporates order {2; 8; 10}. 

  

 

Fig. 2. Solution vector. 

4.2  Probability Model Proposed 

The probability model is designed as a probability matrix, i.e., batch probability ma-

trix P. The element pji of the probability matrix represents the probability that the 

batch j be used for the i customer order, where j = {1,…,m} and i = {1,…,n}. The 

value of pji indicates the opportunity of a customer order on a certain batch. To build 

the probabilistic model or probability matrix P we need to compute the number of 

times that batch j appears for the customer i in the selected population. The result 

obtained previously is divided by the number of individuals considered in the selected 

population. Via sampling according to the probability matrix new promising individu-

als may be generated. For every position i, batch j is selected with the probability pji. 

If the batch j has already filled according to the device capacity, it means the assign-

ment of the batch j has been finished. Then, the whole column pj1,pj2,…,pji of proba-

bility matrix will be set as zero. This updating mechanism considers the previous 

assignments. 

The probability model describes the characteristics exhibited by the parents as a 

distribution of the solution space. Therefore, the algorithm proposed does not need to 

hold members of the population to keep track and inherit the characteristics men-

tioned in each generation. The characteristics persist for all members of the popula-

tion in the evolutionary progress by the probability model. 

The major procedure of the EDA is listed as follows: 

Step 1. Set the generation index g = 0. Initialize an in-

itial population S(0) of size M. 

Step 2. Select a subset D from S(g) of size N, where N≤M.  
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Step 3. Establish the probabilistic model P which de-

scribes the distribution characteristics of D.  

Step 4. Generate a set K of size M of new individuals by 

sampling P.  

Step 5. A binary tournament is done to select the best 

individuals from K ∪ S(g) and assign them to the next 
generation S(g+1). 

Step 6. Let g = g+1. If g<GN, where GN is the maximum 

number of generations return to step 2. Otherwise, output 

the best solution in S(g). 

To describe the distribution of the solution space, the EDA tries to determine the 

relationship or interaction among variables of the problem as primary objective. The 

traditional evolutionary operators such as crossover and mutation are substitute by the 

probability model which is built with information on relationships and interactions 

among variables. The probability model on step 3 plays an important role in the EDA. 

Therefore, it should be well designed according to the characteristics of the consid-

ered problem. Step 4 makes another main difference between the EDA and other evo-

lutionary algorithms. Sampling offspring from the probability matrix instead of using 

classical operators is the critical feature. 

5 Results and Comparison 

Three evolutionary algorithms have been proposed as benchmark for comparison with 

the EDA scheme. A GA based on [13] works with tournament selection. The “edge 

recombination operator” is used as a cross operator and a mutation operator changes 

batches among different positions. A TS based on [1] works with the operator ¨swap 

move¨, meaning the interchanging of two customer orders from different batches. A 

tabu list is built on ten neighbors. A MA base on [14] works with the same operator 

for the local search phase. 

To account for the stochastic nature of the order-picking warehouse, we ran 50 tri-

als for all algorithms. We established a workload that contains different customer 

orders and differing types of articles required in a workday, replicating the order-

picking process conditions to evaluate and find the minimum total completion time. 

Our experiments were based on a single-block warehouse with two cross aisles. It is 

assumed that there is one in the front and one in the back of the picking area. This 

layout was used by [1]. In this layout, the picking area consists of 900 articles and 

storage locations. The storage locations are arranged into 10 aisles. We further as-

sume that an order picker walks through 10 storage locations in 30 seconds and they 

need 10 seconds to search and collect an article from a storage location. For the ca-

pacity of the picking device K, we assume three different values, namely 45, 75 and 

100 articles. For the total number of orders n we consider 30, 60 and 90. The orders 

should arrive within a planning period of eight hours. The inter arrival times, i.e., the 

time between the arrival of order i and order i+1, are exponentially distributed with a 

parameter λ called arrival rate. Let X(t) be the number of incoming orders in the time 
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interval [0,t]. In the case of exponentially distributed inter arrival times E[X(t)] = λ • t 

holds. In our numerical experiments we choose λ in a way that the expectation E[X(t)] 

is equal to n for t = 8[h]. In summary, we use the following values for λ: for n = 30: λ 

= 0.0625, for n = 60: λ = 0.125, for n = 90: λ = 0.1875. 

This dynamic case is characterized as an order picking environment in which the 

customer orders arrive stochastically over time, and only when an order has arrived 

the information becomes available of which articles and respective quantities the or-

der is composed of. Under such conditions time window batching is prevalent. We set 

a fixed time window batching, i.e., all customer orders arriving during a particular 

time interval are assigned to batches by means of the probability model described 

above. The fixed time window batching for this tested scenario is set hourly. The 

unprocessed customer orders are input for building the initial population and the 

probabilistic model proposed in periods of one hour. The solution representation, i.e., 

the solution vector gets its dimension on the number of unprocessed customer orders 

confirmed previously. Therefore the batching decision is based on the known orders 

only. Once the batches are built by the sampling process, these are released one by 

one because we only have one picker to collect the parts in this tested scenario.  

Table 1 details the minimum total completion time obtained for each case among 

all the trials. 

Table 1. Comparison of results. 

Capacity Orders Algorithms 

  GA MA TS EDA 

45 30 659 659 659 665 

 60 840 784 834 784 

 90 1926 1738 1818 1716 

      

75 30 694 694 694 694 

 60 1422 1329 1391 1328 

 90 2294 2109 2231 2096 

      

100 30 711 711 712 712 

 60 1316 1214 1259 1214 

 90 2011 1892 1981 1891 

6 Discussion and Conclusions 

On robustness, the algorithms utilized in this research are not able to handle invalid or 

unexpected inputs. These have not been encoded for specific users. This topic has not 

been considered in this research because it is not the main objective. However, the 

algorithm proposed can be modified in order to get a useful module for specific users 

in industry. On convergence and diversity, the algorithms used in this research keep 

diversity to incorporate specific operators such as the mutation operator in GA and TS 

in the evolutionary progress. Those operators are useful on permutation-based prob-
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lems. On computational time and cost, these were not considered in this research be-

cause the algorithm proposed is currently in the prototype phase. Future research 

work would consider a module for users, and it should include computational time 

and cost aspects. On advantages and disadvantages of the proposed method, we can 

consider that it takes into account the relationship or interactions among variables of 

the problem as an advantage. For each generation, we know the probability that batch 

j was used for the i customer order. However, the probabilistic model used could be 

basic; it may be a disadvantage if we need to model higher interactions. On global 

optimum, note that for this problem, there are no known effective precise techniques 

and a comparison with an optimum solution is not possible. It is a characteristic of the 

on-line optimization topic. On computational complexity, the on-line order batching 

problem is as NP-hard. On feasibility and flexibility, on one hand all the algorithms 

used in this research were able to produce feasible solutions according to different 

constraints detailed in the problem statement section of this paper. It was not neces-

sary to repair the solutions as other algorithms used for permutation-based problems. 

The proposed method considers the previous results in order to avoid unfeasible solu-

tions. On the other hand, the algorithms utilized in this research are not flexible to 

handle new and unexpected customer orders. The proposed method is currently in the 

prototype phase for users. On efficiency and effectiveness, in this research the amount 

of resources used by all the algorithms was not considered, e.g., the requirement for 

high speed or for minimum memory usage were of no interest. On reliability and user 

friendliness, all the algorithms were tested in order to get reliability according to the 

on-line order batching characteristics. However, these are not industry-ready yet. On 

exploitative and exploration capability, all the algorithms used in this research keep 

exploitative and exploration capability to incorporate specific operators such as cross 

and mutation operator in GA and TS in the evolutionary progress.  

Based on the experimental results shown, we deduce that the EDA can be an effi-

cient algorithm to handle different order-picking conditions such as capacity and cus-

tomer orders. When the amount of orders increase the EDA has an acceptable perfor-

mance according to the results detailed above. The probability model is useful in or-

der to preserve batches or sequences of batches that appear frequently in all members 

of the population. The EDA is able to describe the characteristics exhibited by the 

parents in each generation. Finally, this research contributes by using an EDA as an 

optimization method for any order-picking process. Future research work will use 

higher probabilistic models in order to model higher interactions or relationships be-

tween variables of the order-picking performance. 
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